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**ABSTRACT**

This researching project is mainly focused on the development of a train set which was designed based on the firewall rule to create the most efficient train set in teaching the deep neural network model. The main factors that we use to assess our train sets are the number of train sets, the time used to process the data, the accuracy of the prediction and the method of classification of the training sets in each firewall rule. We have created training sets and made hypotheses under different conditions consist classifying Equal train set classification and Equal ratio classification, evaluating and making conclusions mainly focused on finding the relations between the variables. Then, we plotted the results into a graph and selected the optimal point to find the best training set for the DNN model.

After analyzing the results, we can conclude that the model that equally classifies the train set in each firewall rule is more efficient that the model that classifies the train set in equal ratio, as using ratio in the number of the train sets leads to a problem where the probability of the data in the conditions becomes too disparate, making it hard for the DNN model to find the relationship between the data.
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